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For mitigating and managing risk failures due to Internet of Things (IoT) attacks, many Ma-
chine Learning (ML) and Deep Learning (DL) solutions have been used to detect attacks but 
mostly suffer from the problem of high dimensionality. The problem is even more acute for 
resource starved IoT nodes to work with high dimension data. Motivated by this problem, in 
the present work a priority based Gray Wolf Optimizer is proposed for effectively reducing 
the input feature vector of the dataset. At each iteration all the wolves leverage the relative 
importance of their leader wolves’ position vector for updating their own positions. Also, 
a new inclusive fitness function is hereby proposed which incorporates all the important 
quality metrics along with the accuracy measure. In a first, SVM is used to initialize the pro-
posed PrGWO population and kNN is used as the fitness wrapper technique. The proposed 
approach is tested on NSL-KDD, DS2OS and BoTIoT datasets and the best accuracies are 
found to be 99.60%, 99.71% and 99.97% with number of features as 12,6 and 9 respectively 
which are better than most of the existing algorithms.
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1. Introduction
Internet of things (IoT) application is ever increasing since its incep-
tion due to its widespread use in areas of smart buildings, smart ve-
hicles, smart highways and wireless sensor network which will grow 
exponentially in coming years [27]. The network layer is particularly 
more vulnerable to attacks due to attackers’ ability to launch it at sev-
eral locations. Various famous attacks aimed at the network layer are 
categorized into Denial of service (DoS) attacks, User to Root (U2R) 
attacks etc [8]. Apart from the network layer, attacks may be directed 
at the application layer or other layers, too. Over the years research 
efforts have been aimed at improving the algorithms for classification 
and thereby improving Intrusion detectin system (IDS), however still 
there are lot of problems left to be adequately addressed in order to 
make the system robust.

Problems and motivation:
Developing a feature selection technique to find the most optimal 1. 
reduced feature vector. The requirement for optimized feature vec-
tor is necessary to a) reduce the training time of the model and b) 
test the incoming traffic in real time. 

Developing an IDS that can improve classification accuracy, de-2. 
tection rate, false positive rate and other important performance 
metrics using this optimal reduce feature vector. 

Objective:
Motivated by the problems listed above, the authors intend to devise 
an IDS technique/methodology to reduce and find optimal feature 
vector giving maximum fitness in terms of accuracy, Detection 
rate (DR) and False positive rate (FPR) for a given traffic/dataset. 
Thus the present problem can be conceived as a multiobjective op-
timization problem. This optimal feature vector can then be used for 
classification on the IoT nodes. The IoT nodes based on the trained 
model can then test for incoming traffic using this optimal reduced 
feature set (instead of considering the entire feature set)in real time. 

Contribution:
A priority based Gray wolf Optimizer with SVM and kNN (PrG-1. 
WO-SK) is proposed, in which the support vector Machine (SVM) 
alongwith first layer fitness function is used to find the reduced 
feature vector which then acts as feeder vector for the initialization 
of Priority based Gray wolf optimizer (PrGWO) wolves/particles.
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PrGWO is proposed wherein the intra-group priority of different 2. 
leader hunting wolves is used by other wolves to update their own 
positions during each iteration. The leader wolves uses the same 
concept in a modified form to update their own positions.
In the present work, two fitness functions are proposed to be used 3. 
in the two different layers. The first layer fitness function focuses 
solely on the accuracy while the second layer fitness function bal-
ances not only the requirement of accuracy but considers other 
metrics like detection rate, false positive rate and length of feature 
vector. 
PrGWO-SK was tested on three datasets-legacy NSL-KDD da-4. 
taset and newly captured DS2OS, BoTIoT datasets using various 
metrics- Accuracy,FPR, Recall, Precision and F1-score and the 
results were found to be encouraging.

2. Related work
The IDS system working on resource staved IoT nodes has limited 
capacity. Antunes Rodrigues et al. [3] emphasized on preventive 
maintenance of sensor nodes in industrial application using Ishikawa 
diagram and FMECA. M. Almiania et al. [2] used the recurrent neu-
ral network concept to classify the data but it suffered from delays 
and was not amenable to real time applications. Tian et al. [39] used 
the deep belief network alongwith non-Mean gaussian distribution to 
classify the network packets. However, feature selection was not con-
sidered here. Baranowski [4] used the Bayesian workflow to predict 
attacks and failures in IoT particularly considering device variance. 
Modi et al. [22] developed a framework which used Snort and com-
bined different classifiers, viz Decision tree, Bayesian & Associa-
tive. However, this was done for cloud network which is not resource 
starved as IoT nodes. Sivapalan et al. [32] suggested using lightweight 
Neural network to detect attacks in the wearable IoT(ECG). Gao et al. 
[6] in their paper proposed to use memory augmented autoencoder for 
detecting attacks in time series sensor data. A very important super-
vised technique is SVM which is used to draw hyper-plane between 
different classes. In one of the papers, the authors analysed threats 
using artificial neural networks [12].Vijayanand et al. [40] used the 
technique of SVM in the field of mesh networks security and found 
it to be efficient in distinguishing the attack from normal types. Simi-
larly, E.Shams et al. [30] in their paper used the SVM technique to 

implement security mechanism in vehicular adhoc network. To reduce 
the training time, subsampling technique was used to filter out the 
less useful data thus validating the utility of SVM in different applica-
tions. In the literature, extensive research has been done in the field of 
metaheuristic algorithms for traversing the search space and converg-
ing to a solution. Tama et al. [35] in their paper have used ensemble 
technique to classify the data. In this paper feature selection was ac-
complished through Ant colony optimization and PSO. However the 
work suffers from methodological complexity in using a large number 
of algorithms. Kunhare et al. [19] used the random forest algorithm 
for feature selection coupled with the PSO algorithm. The accuracy 
and number of features were optimally generated, however the com-
parison with other work was not extensive. Wei et al. [41] in their 
paper used the jaccard fitness function for evaluating the optimality 
of the feature set. The accuracy was measured to be very good but 
the number of features increased. J.Gu et al. [9] used the concept of 
Naive Bayes to enhance the differences in the feature values to en-
able SVM to clearly distinguish between normal and attack types. 
Though the accuracy improved, the number of features was neglected. 
T.Wisanwanichthan et al. [42] in their paper used double layered ap-
proach i.e. SVM and Naive Bayes to classify the data. In their work 
the emphasis was on R2L and U2R but overall the accuracy suffered. 
Inspired by swarm intelligence concept, Mirjalili S. et al. [21] devel-
oped gray wolf optimization algorithm which used swarm technique 
to combine multiple greedy best solutions to update the subsequent 
solutions. Here the optimal solution was reached by calculating the 
fitness function. E. Emary et al. [5] in their paper has proposed the 
binary version of Gray wolf optimizer for feature selection. The pro-
posed approach was validated by using it over a number of datasets. 
However, for NSL-KDD dataset no experiments were performed. M. 
Safaldin et al. [28] in their work used five leader wolves to guide the 
new positions of all wolves instead of four. The paper discussed about 
the enhancement ratio concept and compared the results according to 
population size. Apart from the above mentioned works, some of the 
important related work is depicted in the Table 1.

3.1. Proposed PrGWO-SK 
Fig.1 depicts the proposed methodology  of PrGWO-SK in graphi-
cal form. The proposed methodology starts with acquisition of net-

Table 1. Related work at a glance

References Year Main Technique Feature sel. Important notes

Pajouh et al. [25] 2017 Linear discriminant 
analysis Yes Both NB and kNN used for two tier feature selection and clas-

sification

Shone et al. [31] 2018 S-NDAE Yes Used S-NDAE and RFA 

Yao et al. [45] 2019 HMLD  Yes Hybrid feature selection and hybrid classification through SVM 
and ANN

Gu et al. [10] 2019 DT-EnSVM2 No Used SVM along with feature transformation

Kumar et al. [18] 2021 Xgboost and kNN Yes Used information gain, correlation coefficient to reduce the 
features based on importance

Gao et al. [7]  2019 Adapting ensemble  Yes Used multiple ML algorithms like RF, DNN, kNN, RF and using 
the voting mechanism for ensembling them

Golrang et al. [8] 2020 NSGAII-ANN  Yes Proposed the use of Random Forest and multi-objective fitness 
criteria for FS

Wisanwanichthan et al. [42] 2021 DLHA Yes Division of features was done to use Naive Bayes with SVM 

Gu et al. [9] 2020 NB-SVM2  No Used the Naive Bayes concept to enhance the features of data for 
classification by SVM

Teng et al. [38] 2018 DT Yes Used the SVM along with DT for adaptive classification

Alazzam et al. [1] 2020 Sigmoid_PIO Yes Pigeon inspired algorithm for feature selection.

Tama et al. [35] 2019 PSO Yes Used two stage classifier ensembles for anomaly detection.

Wei et al. [41] 2020 NIA+GHSOM-pr Yes Used Jaccard’s coefficient for measuring fitness

Safaldin et al. [28] 2020 GWOSVM-IDS Yes Modified the GWO algorithm to detect anomalies 
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work traffic data for which NSL-KDD[36][37], BoTIoT[17] and 
DS2OS[23] datasets are used. NSL-KDD dataset is a legacy and 
widely used network dataset for intrusion detection work thus making 
it possible to compare the present work with others work in a compre-
hensive way. The DS2OS dataset is a collection of traces captured at 
the application layer in IoT environment while the BoTIoT dataset is a 
relatively recent dataset captured by designing network environment. 
Thus the testing of proposed approach on three different datasets-each 
one having their unique characterstic- helped validate the proposed 
work. Secondly, the used dataset is pre-processed using section 3.2 to 
convert into a form acceptable to the algorithm. Thirdly the data set 
is divided into 80% training and 20% testing subsets through random 
selection. Fourthly, the data is passed to the first layer (SVM with 
Radial basis Function(rbf)) which used first layer fitness function for 
generating reduced feature set. The SVM with rbf kernel has the ad-
vantage of seperating non-linearly seperable, closely related classes 
in dataset. The reduced feature set is passed to the second layer which 
used this to initialise the population of search agents of proposed al-
gorithm 2 (These initialized search agents represent distinct feature 
sets). Initialization of search agents is an important step in swarm 
intelligence algorithms thus this work focusses on this aspect specifi-
cally. For achieving this two layered model is used in PrGWO-SK. 
Here the first layer exclusively considers accuracy as the basis for 
classification as it is one of the most important metrics in context of 
security mechanism. Thus the objective of first layer is solely to pro-
vide good solution for initialization of swarm population.

In the second layer the focus is not only on accuracy but also on 
other performance metrics, especially the length of feature vector 
finally selected. Thus, the second layer seeks to optimize both the 
length of feature vector alongwith accuracy and other important 
measures. To reiterate this can then be conceived as the multi objec-
tive optimization problem.

The algorithm then used these initialized search agents coupled 
with kNN as wrapper technique for generating classification results. 
kNN is used for its utility to evolve with new datapoints i.e new at-
tack and normal access types as it does not involve explicit function 
generation. Thus it can give flexible non linear decision boundaries 
in a simple way. The relative performance of these distinct feature 
sets is evaluated through use of second layer fitness function. Accord-
ingly four top search agents are assigned as leader wolves. In each 
subsequent iteration the position of each search agent is updated with 
the guidance of assigned leader wolves (four best search agents of the 
previous iteration). At the end of last iteration the feature set corre-
sponding to best search agent is assigned as the optimal feature vector 
and passed to the real world classifier for detection. 

Algorithm 1 gives step by step account of PrGWO-SK. Notations 
used in the algorithm are specified below. iW (i=1..N) denotes the 
wolves, FNR stands for False negative rate, TNR for True negative 
rate; rest of the notations are defined in the algorithm itself. In the 
first phase/layer data preprocessing is done using techniques of sec-
tion 3.1. Also the number of wolves participating in the algorithm 
are specified as parameter. This population of wolves is initialized 
randomly and algorithm 2 called with following parameters- Initial-
ized population vector, fitness function 1 and wrapper method as 
SVM. The algorithm 1 stored the returned reduced feature vector. In 
the second layer/phase the feature vector returned by the first layer is 
used to initialize the population of wolves. All features of the returned 
feature vector are mandatorily selected union random selection over 
rest of the features. Once again the algorithm 2 is called with this set 
of initialized population, fitness function 2 and wrapper method kNN. 
The returned feature vector by algorithm 2 is stored as optimal feature 
vector and given to the real world classifier for classification using 
only the features present in this optimal feature vector.

3.2. Preparing dataset and preprocessing 
NSL-KDD: Published in 2009, it is an enhanced version of the CUP99 
dataset from KDD. Before the assessment of NSL-KDD, several re-
searchers used the KDD’CUP99 dataset. But KDD’CUP99 has many 
duplicates and this makes the dataset redundant and biased towards 
some of the attacks. NSL-KDD has got 41 independent features and 
one dependent feature. These 41 independent features can broadly 
be classified as- basic features, content features and traffic features. 
Regarding dependent feature it is categorised into 39 attack types. 
Broadly the attack types can be categorised into DoS, U2R, Remote to 
local (R2L) and Probe types. Additionally one type present is ‘normal’ 
to denote normal class. Regarding approximate distribution of various 
attack and normal types it is as:
Normal=53.45%, Probe=9.25%, DoS=36.45%, U2R=0.04% and 
R2L=0.78%.

DS2OS: Published in 2018, this open-source data set was obtained 
via Kaggle. In a virtual IoT environment, the distributed smart space 
orchestration system (DS2OS) is used to create the dataset. The entire 
virtual architecture, which is a collection of many micro-services in 
an IoT context. In the DS2OS dataset there are 12 independent fea-
tures- majority having nonnumerical values. Regarding attack types 
these can be categorised into 7 types- DoS, Malicious control (MC), 
Malicious Operations (MO), Probe, Scan, Spy and Wrongsetup (WS). 
Regarding approximate distribution they are as:
Normal=97.2%, DoS=1.59%, MC=0.25%, MO=0.23%, Probe=0.09%, 
Scan=0.43%, Spy=0.14% and WS=0.03%.

Fig. 1. Methodology of the PrGWO-SK algorithm
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BoTIoT: Published in 2019, the UNSW Canberra Cyber Range 
Center’s practical network configuration was built in order to build 
the BoT-IoT dataset. A workable substitute for IoT solutions, this 
data collection is produced utilising the message queuing telemetry 
transport (MQTT) protocol, which connects machine-to-machine in-
teractions. In total there are 43 independent features while the attack 
categories present in BoTIoT dataset are 4 in number- DoS, Distrib-
uted denial of service (DDoS), Reconnaissance and theft. Regarding 
approximate distribution of attack and normal types it is as:

Normal=0.012%, DDoS=52.5%, DoS=44.9%, Recon=2.4% and 
theft=0.002%.

As discussed before, all datasets are preprocessed before they can 
be used in the actual ML algorithm. Below described techniques are 
used to transform them in a form amenable to classification algo-
rithms:

Handling Missing values:Very often the dataset contains few miss-
ing values which affect the classification model’s performance. In 
case of NSL-KDD and BoTIoT there are no missing values, while for 
DS2OS dataset the missing values are replaced with “missing” term. 

Feature mapping:A few independent features like protocol type, 
flag and service are of nominal type which needs to be converted into 
numerical type. In the literature approaches like one hot encoding have 
been used. However, one hot encoding makes the dataset much more 
sparse thereby increasing the computation complexity. Therefore, in 
the present work ordinal encoding is used for converting nominal into 
numerical values. For example for protocol_type attribute the original 
values are converted as: TCP=1, UDP=2, ICMP=3. The same tech-
nique is used for other features also.

Feature normalization: Feature normalization or scaling is re-
quired to infuse uniformity in the values of features. In absence of 
feature normalization the higher values tend to dominate the trained 
model parameters. In the present work, all the independent features 
are scaled to a uniform level using min-max scaling technique:

 min

max min

f fF
f f

−
=

−
 (1)

Here, f is feature which is normalized, maxf  is a feature’s maxi-
mum value, minf  is its minimum value present in the dataset.

After scaling is done the next step is to split entire data set into 
training and test subdataset. Random selection technique is used for 
dividing the entire dataset into 80:20 ratio.The algorithm was repeated 
for 10 runs with different train:test subset using randomization. This is 
required to avoid  chance selection bias in results.

Algorithm 1: PrGWO-SK

Input: 

D = i dD D∪    where \ iD  are the independent features and dD  the 
label in the dataset \  
Output: 

optimalF : The set of optimal features 
Steps: 
1. Load .csv file
2. D= ordinal encoding(D)    \   Convert the non-numeric data into 
distinct numeric types. \  

3. iD = D.drop(label)   \   Get the matrix of independent features \

4. dD = D.drop( iD )   \   Get the column vector of dependent feature 
or label \  

5. iD = Normalize( iD )    \   Scale the dataset iD  to create uniformity 
among various features.
6.Initialize N value   \  No. of wolves or search agents used \  

7. Repeat for 10 times:

      7.1. [ , ]train testD D = Random selection on ( i dD D∪ ) \    Random 
 selection to create training:test as 80:20
Layer 1: 
  7.2. Initialize and call PrGWO with 
      iW (i=1..N) = [ Xd

i ] where Xd
i  ∈{ }0,1 .ò     \   d is the vector di- 

   mension and i is the search agent no. \ ,
   1              layerFitness fit=  and 
    Classifier= SVM (rbf)

       7.3. SVMF  = W[alpha]
Layer 2:
  7.4. Initialize and call PrGWO with:
( ) ( ) { } 1.... 0,1i SVM i SVMW i N F D F = = ∪ − ∈  ,

2               layerFitness fit=  and

 Wrapper Method = kNN 

        7.5. optimalF = W[alpha]

Output optimalF , Acc, DR, FPR, FNR, TNR, Precision, F1-score.

3.3. Proposed PrGWO
Background: The Gray wolf optimizer algorithm [21] is inspired by 
the metaheuristic approach which searches through the solution space 
for optimal solutions. Notionally, here a pack of leader wolves is re-
sponsible for guiding the followers’ pack towards the prey’s location 
and then hunting it down. The leader pack consists of best three solu-
tion vectors and are called as alpha, beta, delta wolves. Though all 
wolves start from a random solution vector but they move towards 
optimal solution vector through help of their leader wolves. 

The update equation for all wolves was given as:

 W iteri +( ) = + +1 1 2 3
3

ω ω ω
 (2)

Here:

 ω1 1= [ ] − [ ]W alpha A D alpha.  (3)

 ω2 2= [ ] − [ ]W beta A D beta.  (4)

 ω3 3= [ ] − [ ]W delta A D delta.  (5)

where iW (iter+1) is the i  th  wolf position in next iteration, 
[ ] [ ] [ ], ,W alpha W beta W delta  are the positions of the Alpha, Beta 

and Delta wolves, iA  are the factor values and D[alpha], D[beta], 
D[delta] are the distance vectors of i  th  wolf from alpha, beta and 
delta wolves’ position vector respectively.

For adapting the general algorithm having continuous values to 
feature selection task with each feature represented by only binary 
variable ∈ 0,1ò  the above algorithm was modified [5]. In this algorithm 
the mapping was done from continuous values to the binary values. In 
the modified scenario, the update equation was written as:

 W iter crossoveri +( ) = ( )1 1 2 3ω ω ω, ,  (6)

Here crossover is defined as : 
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[ ] [ ]( )( ) ( )1.1     10 .5
        9
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if sigmoid A D alpha rand
step alpha

otherwise

 − > =  
  

  (9)

Same equations (6)-(9) are used for other leader wolves- beta, delta 
and omega with relevant substitutions.

PrGWO: In PrGWO, firstly instead of using only three leaders 
four active leader wolves have been taken. To each non-leader wolf 
this provides more variety; availability of increased number of leader 
position vectors for updating their own position vector.

Secondly, the criteria of relative importance of individual four 
leaders in influencing updation of positions of all the other non-leader 
wolves was incorporated. For instance, alpha wolf is the best leader 
among all leader wolves hence it needs to be given higher weight 
influence than the other three. Similarly beta, delta and omega wolves 
need to be given weightage in order of their importance. Unlike pro-
posed in the present paper, the original GWO and bGWO had given 
equal weight influence to all the wolves disregarding the fact that the 
alpha wolf is the most important leader in terms of acquiring best po-
sition followed by beta, delta and omega wolves respectively. In this 
proposed algorithm, different impact factor to different wolves viz 
alpha, beta, delta and omega wolves is proposed.

The mathematical model used in the proposed algorithm is as:

 ( ) ( )
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1     102 4

3 93     
4 10

4     
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if rand

if rand
W iter

if rand

otherwise
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ω
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if sigmoid W alpha A D alpha rand

otherwise
ω

 − ≥ =  
  

  (11)

 
[ ] [ ]( )( ) ( )21     

2    12
0     

if sigmoid W beta A D beta rand

otherwise
ω

 − ≥ =  
  

    (12)

 
[ ] [ ]( )( ) ( )31     

3 13
0     

if sigmoid W delta A D delta rand

otherwise
ω

 − ≥ =  
  

     (13)

 
[ ] [ ]( )( )41

4
0

if sigmoid W omega A D omega rand

otherwise
ω

 − ≥ =  
  

   (14)

ωi=1...4 are binary vectors and Wi (iter+1) are the updated position 
vectors of individual non-leader wolves. In equation no.10 different 
weights of influence have been assigned to different leader wolves 

based on their relative importance. For example, if the random number 
(generated in range [0,1]) is less than 0.5 the updation of non-leader 
wolf is based on alpha wolf. This weight of influence is reduced re-
spectively for the beta, delta and omega wolves as 0.25, 0.15 and 0.10 
respectively. This is contrary to the original bGWO where the weight 
influence for all the wolves was uniformly distributed as 0.33.

Thirdly, for alpha, beta, delta and omega wolves (leaders guiding 
the other wolves)a different criteria for updating of their own positions 
is proposed. Each leader wolf updates its position relative to its own, 
its predessesors and its immediate successor. This was done to ensure 
that already better position holding wolves do not get deviated under 
influence of other less efficient successor leader wolves except its im-
mediate successor. Immediate succcessor was required as in absence 
of it the alpha wolf position would not have updated and exploration 
of search space would have been restricted.  Accordingly, updation of 
alpha wolf position was done relative to its own and beta wolf’s posi-
tion, updation of beta wolf’s position was done with respect to alpha, 
beta and delta wolves’ position, delta wolf position was done with 
respect to positions of alpha, beta, delta and omega wolves while for 
omega wolf it was with respect to all leader wolves. For updation of 
alpha,beta, delta wolves equations 15-17 were used.

 W alpha iter Crossover[ ] +( ) = ( )1 1 2ω ω,  (15)

 W beta iter Crossover[ ] +( ) = ( )1 1 2 3ω ω ω, ,  (16)

 W delta iter Crossover[ ] +( ) = ( )1 1 2 3 4ω ω ω ω, , ,  (17)
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Omega wolf can also be updated similar to delta wolf using equa-
tion 17. From eq 18-20 it can be seen that for updation of alpha wolf’s 
position, ratio of 0.66:0.33 in terms of weight of influence is used be-
tween alpha and beta wolves. Similarly for beta wolf’s updation ratio 
used is 0.5:0.3:0.2. In case of the delta wolf’s updation, the weights of 
influence used are 0.5:0.25:0.15:0.10. 

Fig. 2 depicts the PrGWO in graphical form while algorithmic de-
piction is presented as Algorithm 2. In this algorithm the initialized N 
feature vectors corresponding to N wolves are used to create N mod-
els. These models are then applied to the test data to classify the data. 
Based on the classification report and fitness function, fitness value 
of each wolf’s feature vector is calculated. The fitness values are sort-
ed in ascending order and the position/feature vector corresponding 
to the best fitness value is assigned as alpha position. Similarly the 
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second best is assigned as beta, third best as delta and fourth one as 
omega. In the subsequent iteration these values(alpha, beta, delta and 
omega) are used to update the position vectors of other wolves and 
their own using equations enlisted in the algorithm. Again the fitness 
value of each wolf’s updated feature vector is calculated. Based on 
these newly sorted fitness values, reassignment of alpha, beta, delta 
and omega is done. The cycle is repeated till the last iteration. At the 
end of last iteration the alpha position vector is returned as optimal 
reduced feature vector. 

3.4.	 Proposed	fitness	function
Fitness function has an important role in determining the optimal 
number of features for use in classification algorithms like SVM and 
kNN without compromising on performance metrics. For systematic 
initialization of the Gray wolves in the second layer, SVM is used as 
the wrapper method in the first layer. In this first layer, the accuracy 
measure has been used for getting the reduced feature set. This is done 
to ensure that the most important measure of efficiency is accounted 
for exclusively in the first layer; the other measures being accommo-
dated in the second layer later on without sacrificing accuracy.

Thus the fitness function used in first layer is: 

 ( )1 1                                                                 21layer
corfit
tot

 = −  
 

 (21)

where 1layerfit  is the fitness function of first layer, cor is the correctly 
predicted instances and tot are the total number of instances. As for 
the second layer wherein PrGWO along with kNN is being used there 
are other important metrics like Detection rate, False positive rate and 
number of features which needs to be incorporated to make the fit-
ness function truly inclusive. However, recognizing the accuracy as 
the most important measure for ensuring good security here again, 
a fitness model is proposed which gives higher weightage to the ac-
curacy.

Algorithm 2: PrGWO

Input:  
Iteration = max_iteration
Initialized iW  (i=1....N)

FitnessFn
Wrapper method {SVM,kNN}

Output: 
W[alpha]  \   Optimal feature set got after the algorithm is complete 

\  
f(W[alpha]) \   Fitness value corresponding to optimal feature set 

\
Steps:
1.Initialize A 
2. For all iW   

            2.1 iModel  = Classifier( trainD )  
            2.2 iPredict = Classifier(Modeli, testD )  
       2.3 Fitness value ifit  = ( )iFitnessfn Predict
3. Sort( ifit ),corresponding iW  and assign:

 W[alpha]= iW  corresponding to best( ifit )

 W[beta] = iW  corresponding to 2nd  best( ifit )

 W[delta]= iW  corresponding to 3rd  best( ifit )

 W[omega]= iW  corresponding to 4th  best( ifit )
4. While(iterations <  max_iteration)
  4.1. For  i=1 to N do

             ( iif W ==W[alpha])      Apply eq. 15 

                ( ielseif W ==W[beta])   Apply eq. 16

               ( ielseif W ==W[delta] or W[omega])  Apply eq. 17   
         Else Apply eq. 10 
         Endif
      endfor   
  4.2.Update A  
  4.3.Repeat step 2.1-2.3  
  4.4.Sort( ifit ),corresponding iW  and reassign W[alpha],    W[beta], 
W[delta] and W[omega].  
Return W[alpha] and f(W[alpha]) 

The proposed fitness function is as: 

Fig. 2. Flowchart of PrGWO
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1 1               . . . .                22

2 2layer error
a afit a error DR FPR b Nfeat− −   = + + +   

   
   (22)

 1 corerror
tot

= −  (23)

 1error
TposDR

Tpos Fneg
= −

+
 (24)

 
FposFPR

Tneg Fpos
=

+
.  (25)

where 2layerfit  is the fitness function of second layer, Tpos  is True-
Positive cases, Fneg  is false negative, Fpos  is false-positive and 
Tneg  is true-negative. The last term Nfeat  is the number of features. 
Multiplying by b factor is necessary to scale this term to the level 
of other terms in the expression. Lastly, in the model the goal of the 
algorithm is to minimize the fitness function. The least valued fitness 
function will be assigned as alpha wolf and its space position will be 
the best feature set.

3.5.	 Performance	metrics	used
Present work was tested using various quality parameters. 
Equation(26)-(34) depicts these parameters:

 
_ _

_ _ _ _
True pos True negAcc

True pos False pos True neg False neg
+

=
+ + +

   (26)

 

 _
_ _

True posDR
True pos False neg

=
+

 (27)

 

 _
_ _
False posFPR

False pos True neg
=

+
 (28)

 

 _
_ _
True negTNR

False pos True neg
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+
 (29)

 _
_ _

False negFNR
True pos False neg

=
+

 (30)

 _
_ _
True posPR

False pos True pos
=

+
  (31)

 21 DR PRF score
DR PR
× ×

− =
+

 (32)

 
 .Feat No of features=  (33)

 ( ) AccRatio R
Feat

=  (34)

True positive signifies that the data point was predicted as mali-
cious and actually it was malicious. False Positive signifies that the 
data point was predicted as malicious, however actually it was not. 
True negative signifies that the data point was predicted as not mali-
cious and actually it was not malicious. False negative signifies that 
the data point was predicted as not malicious, however it was actually 
malicious.

Detection Rate (DR) is also known as recall and TPR. It identifies 
the number of times the classifier predicted a ’positive’ result over the 
number of times positive results were to be predicted.

Precision (PR) determines the measure of correctness of results 
got. Thus it uses true positive over true positive and false positive 
combined. 

F1-score is used when class distribution is not balanced. It calcu-
lates the weighted average of detection rate and precision.

4.	 Experimental	results	and	discussion:
Experiments were performed using Matlab 2021 and Python pro-
gramming language on anaconda distribution over the Intel Core i7-
10th generation machine.

4.1.	 Parameters	used:
Various parameters were tested experimentally for finding the best 
combination of parameters. Table 2 illustrates these parameters. The 
algorithm was run 10 times, Number of wolves were taken to be 5,7 
and 10, No of iterations within each run was 25, SVM was used with 
RBF, two layers were used with different fitness functions and values 
of b were taken as 0.001 and 0.0001. The reason for taking differ-
ent values of b is to give different weightage to number of features 
in the fitness function. In table 3 variation in results due to size of 
population is depicted. Notationwise NoF in the table stands for No. 
of features. Here 3 values of N were taken: 5,7 and 10 wolves. The 
results were compared not only in regard to DR, FPR, F1-score etc 
but also accuracy and length of feature set finally selected by the al-
gorithm. The results show that when the size of population was 7, the 
length of feature set was least and accuracy was maximum. Only two 
parameters-FPR and TNR were found to be better in case of N=10. 
Similarly the ‘k’ value in the kNN was experimented for k=1,3 and 5. 
Table 4 shows the variation in results with change in k value. For k=1, 
the experiments yielded best results in terms of accuracy i.e 99.60% 
alongwith other metrics However, the best length of feature vector i.e 
8 was found for k=3 though the accuracy and other metrics were not 
better than k=1.

Hence based on experimental results it is appropriate to remark 
that a cost benefit analysis needs to be done in terms of accuracy and 
number of features while choosing value of k for real world scenar-
ios. 

Table 2. Table of parameters

Parameter name Parameter values

No. of runs 10

No. of population-N 5,7,10

No. of iterations 25

Technique for feature selection in 1st layer SVM(RBF)

Fitness function for SVM-RBF 1layerfit

Technique used FS and classification in 
second layer PrGWO with kNN

Fitness function for PrGWO-kNN 2layerfit

a in fitness function- 2layerfit 0.7

b in fitness function 2layerfit  for optimal 
accuracy

0.0001

b in fitness function  for optimal no. of 
features 0.001
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4.2.	 Performance	of	PrGWO-SK	for	different	classes:
The performance of present approach was tested on different classes 
of dataset. Table 5 shows the measures for the Detection rate, False 
positive rate, F1-score, Precision etc for all the classes. The experi-
mental results show DR to be highest for DoS attacks being 99.89% 
while for R2L and U2R the DR was least among all. However, the 
False positive rate was found to be the best for these two classes 
viz. 0.036% and 0.043% among all. Considering the precision, the 

two classes -Normal and DoS performs to the extent of 99.58% and 
99.89%.

As regards DS2OS dataset table 6 depicts the classification results 
for various classes present in the dataset. Most of the performance 
metrics shows best results for the spying class. In case of FPR and 
TNR both Wrongsetup and Spying classes shows the results as 0 and 
100% respectively, i.e no false alarm is generated if the classes are 
neither Wrongsetup or Spying. However, the algorithm performs 
worst for the Scan class where the Detection rate was measured as 
98.73% in contrast to the other classes where the DR was measured 

more than 99%.
Similar to DS2OS and NSl-KDD the classwise performance 

of the BoTIoT dataset was also evaluated. From table 7 it can 
be seen that for DDoS the algorithm performs best in terms 
of DR at 99.98%, FPR at 0.0001%, precision at 99.92% and 
F1-score at 99.95%. The class DoS shows results very close 
to the DDoS class. The least Detection rate was recorded for 
class ’Theft’ at 96.2% which shows the difficuly in correctly 
predicting this class of attack.

4.3.		Convergence	of	algorithm:
Table 8 depicts the various performance measures iteration-

wise for b=0.0001. For this value of b the algorithm focusses more 
on getting optimal accuracy even at the cost of increasing the length 
of feature vector.

Similarly table 9 depicts the experimental results for b=0.001. Here 
the focus shifts more towards optimizing the length of feature vector.

Table 4. Variation of results with value of ‘k’ for NSL-KDD  

k NoF Accuracy DR FPR TNR FNR Precision F1

1 12 99.60 99.61 0.28 99.72 0.39 99.62 99.61

3 8  99.32 99.33 0.53 99.47 0.67 99.30 99.32

5 10 99.26 99.26 0.53 99.47 0.74 99.25 99.25

Table 5. Classwise performance of PrGWO-SK for NSL-KDD dataset

Class DR FPR TNR FNR Precision F1 score

Normal 99.76 0.478 99.52 0.24 99.58 99.67

DoS 99.89 0.062 99.94 0.11 99.89 99.89

Probe 98.75 0.061 99.94 1.25 99.39 99.07

R2L 88.58 0.036 99.964 11.41 95.57 91.94

U2R 66.67 0.043 99.957 33.33 42.10 51.61

Table 6. Classwise performance of PrGWO-SK for DS2OS dataset

Class DR FNR FPR TNR Precision F1-score

DoS attack 99.45 0.55 0.0015 99.9985 99.48 99.46

Data Probing 99.75 0.25 0.0002 99.9998 99.76 99.75

Malicious control 99.6 0.4 0.0013 99.9987 99.41 99.50

Malicious operation 99.8 0.2 0.0025 99.9975 98.91 99.35

Scan 98.73 1.27 0.0054 99.9946 98.65 98.69

Spying 99.84 0.16 0 100 99.77 99.80

Wrongsetup 99.74 0.26 0 100 99.75 99.74

Normal 99.81 0.19 0.19 99.81 99.76 99.78

Table 7. Classwise performance of PrGWO-SK for BoTIoT dataset

Class DR FNR FPR TNR Precision F1-score

DoS 99.97 0.03 0.0001 99.9999 99.81 99.89

DDoS 99.98 0.02 0.0001 99.9999 99.92 99.95

Reconnaissance 99.89 0.11 0.0008 99.9992 99.79 99.84

Theft 96.2 3.8 0.0045 99.9955 99.15 97.65

Normal 99.2 0.8 0.0009 99.9991 98.9 99.05

Table 3. Variation of results with value of ‘N’ for NSL-KDD

N Accu-
racy NoF DR FPR TNR FNR Preci-

sion F1

5 99.46 13 99.44 0.34 99.66 0.55 99.45 99.44

7  99.60 12 99.61 0.28 99.72 0.39 99.61 99.61

10 99.47 14 99.45  0.27 99.73 0.54 99.46 99.46
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Table 8. Iteration wise results for NSL-KDD with b=0.0001

Itera-
tion

Fea-
tures 

Accu-
racy DR FPR Preci-

sion 
F1-

score

1 19 99.506 99.510 0.306 99.500 99.505 

5 15 99.569 99.572 0.268 99.581 99.576 

10 15 99.565 99.568 0.241 99.577 99.572 

15 13 99.577 99.579 0.275 99.586 99.582 

16 13 99.577 99.579 0.275 99.586 99.582 

17 12 99.577 99.579 0.275 99.586 99.582 

18 13 99.577 99.579 0.255 99.586 99.582 

19 13 99.577 99.579 0.255 99.586 99.582 

20 13 99.577 99.579 0.255 99.586 99.582 

21 13 99.577 99.579 0.255 99.586 99.582 

22 13 99.585 99.587 0.257 99.597 99.592 

23 12 99.603 99.606 0.284 99.616 99.611 

24 12 99.603 99.606 0.284 99.616 99.611 

25 12 99.603 99.606 0.284 99.616 99.611 

Table 9. Iteration wise results for NSL-KDD with b=0.001

Iteration Feature Accuracy DR FPR Preci-
sion 

F1-
score 

1 18 98.810 98.790 0.560 98.890 98.840 

5 14 98.790 98.800 0.501 98.870 98.835 

10 14 99.202 99.193 0.565 99.191 99.192 

15 14 99.202 99.193 0.565 99.191 99.192 

16 13 99.212 99.193 0.565 99.207 99.200 

17 13 99.212 99.193 0.565 99.207 99.200 

18 15 99.345 99.337 0.425 99.340 99.339 

19 12 99.345 99.337 0.441 99.338 99.338 

20 11 99.345 99.337 0.447 99.338 99.338 

21 8 99.342 99.343 0.445 99.331 99.337 

22 8 99.342 99.343 0.445 99.331 99.337 

23 8 99.342 99.343 0.445 99.331 99.337 

24 8 99.361 99.367 0.568 99.366 99.367 

25 8 99.361 99.367 0.568 99.366 99.367 

Fig 4. Original vs Reduced features Correlation heatmap of the DS2OS dataset 

Fig 3. Original vs Reduced features Correlation heatmap of the NSL-KDD dataset 
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4.4.		Correlation	of	original	dataset	vs	reduced	dataset
Figures 3, 4 and 5 shows the correlation heatmap for NSL-KDD, 
DS2OS and BoTIoT datasets respectively. The figures show both the 
correlation matrix of the original feature set vis-a-vis reduced feature 
set. Correlation is an important measure of finding the similarity be-
tween the features in pair. For optimizing the length of feature vec-
tor, similar or correlated features needs to be removed as they do not 
add any additional characterstic for classification task. The figures 
mentioned above shows how the final feature set outputted by the pro-
posed algorithm does not contain the strongly correlated features i.e 

the algorithm is largely able to remove the correlated features. Thus 
this test can be taken as statistical test for validating the proposed 
approach.

4.5.	 Consistency	of	experimental	results	through	box	plots
The values shown in the tables in this paper are the results of the best 
run during 10 runs of the algorithm. However, an algorithm’s robust-
ness and efficiency can be measured by its consistency over several 
runs. Fig 6 depicts the median and the interquartile range of the dif-
ferent runs of experimental results graphically. For NSL-KDD dataset 

Fig 5. Original vs Reduced features Correlation heatmap of the BoTIoT dataset 

Fig 6. Boxplots showing variation of experimental results for NSL-KDD, DS2OS and BoTIOT
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Table 10. DR -Classwise comparison of existing algorithm with proposed algorithm for NSL-KDD dataset

Work Normal Probe DoS U2R R2L

Pajouh et al. [25] 94.56 79.76 84.68 67.16 34.81

Wu et al. [43] 95.31 83.4 83.49 11.55 24.69

Gao et al. [7] 94.33 87.11 84.37 25 55.27

Yang et al. [44] 97.38 73.94 81.09 6.5 17.25

Zhang et al. [47] 97.03 80.38 83.95 32.84 11.26

Pajouh et al. [26] 94.43 87.32 88.2 70.15 42

Tian et al. [39] 94.9 98.26 98.04 75.5 95.24

Su et al. [34] 97.5 85.76 87.55 20.95 44.25

Mahfouz et al. [20] 99.5 91.6 99.2 39.3 55.1

RF [18] 98.01 99.41 99.71 93.22 97.08

Xgboost [18] 99 96.86 93.68 83.92 80.11

KNN [18] 98 98.25 99.69 93.36 95.23

Proposed work 99.76 98.75 99.89 66.67 88.58

Table 11. DR-Classwise comparison of existing algorithm with proposed algorithm for DS2OS dataset

Works DoS Probe MC MO Scan Spying WS Normal

Pahl et al. [24] 68 100 32 66 54 13 100 95

Hasan et al. [11] 66 92 97 100 95 93 100 100

Hasan et al. [11] 66 92 92 56 71 4 100 100

RF [18] 66 100 97 100 97 100 100 100

Xgboost [18] 66 100 99 100 100 100 100 100

KNN [18] 66 100 99 100 98 100 100 100

Proposed work 99.45 99.75 99.6 99.8 98.73 99.84 99.74 99.81

Table 12. DR-Classwise comparison of existing algorithm with proposed algorithm for BoTIoT dataset

Work Normal DDoS DoS Reconnaissance Theft

Shafiq et al.[29] 75 98 100 81 93

Soe et al. [33] 0 100 100 100 0

RF [18] 100 100 99 100 93

Xgboost [18] 100 100 100 100 93

Proposed Work 99.2 99.98 99.97 99.89 96.2

Table 13. Comparative analysis of works reported in the literature for NSL-KDD

IDS No. of features Accuracy Ratio
GHSOM [46] 41 96.02 2.34

A-GHSOM [15] 41 96.63 2.35
Kayacik [16] 41 90.04 2.19

DT-EnSVM2 [10] 41 99.41 2.42
NB-SVM2 [9] 41 99.36 2.42

S-NDAE+RF [31] 28 85.42 3.05
PCA+GHSOM-pr [13] 30 87.23 2.90
FDR+ kernel PCA [14] 23 90 3.91

NGSA +GHSOM-pr [41] 27 98.61 3.65
GWOSVM-IDS [28] 12 96 8

NNIA+GHSOM-pr [41] 24 99.47 4.14
kNN+GR+RFMDA [18] 18 98.67 5.48

Decision tree based [38] 16 98.38 6.15
SIGMOID_PIO [1] 18 86.9 4.83

RF+PSO [19] 10 99.32 9.93
Proposed PrGWO-SK(b=0.001) 8 99.361 12.42
Proposed PrGWO-SK(b=.0001) 12 99.60 8.30
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the median value of accuracy is 99.475%, while the minimum value 
and maximum values are 99.6% and 99.28% respectively. However, 
this minimum value is the outlier as shown in the box plot and the 
mean is 99.463%. Similarly for DS2OS, the median, mean, minimum 
and maximum values are 99.7%, 99.688%, 99.58% and 99.71% re-
spectively. For BoTIoT these values are 99.97%, 99.964%, 99.94% 
and 99.97%. The above results for all the datasets shows the con-
sistency in performance of the algorithm except one or two outliers. 
Considering the number of features, NSL-KDD has median of 10, 
mean of 9.8 , minimum as 8 and maximum as 12. For DS2OS dataset 
these are 6, 6.2, 5 and 7 and for BoTIoT these are 10, 10.2, 9 and 
11 respectively in order of median, mean, minimum and maximum. 
Similarly for DR, NSL-KDD has median of 99.58%, mean of 99.48%, 
minimum as 99.35% and maximum as 99.61%. For DS2OS median is 
99.71%, mean is 99.70, minimum is 99.65% and maximum is 99.72%. 
For BotIoT median is 99.94%, mean is 99.96%, minimum is 99.92% 
and maximum is 99.97%. Regarding Precision values for NSLKDD 
median is 99.58%, mean is 99.47%, minimum is 99.34% and maxi-
mum is 99.6%. For DS2OS median is 99.7%, mean is 99.69%, mini-
mum is 99.65% and maximum is 99.72%. Lastly for BoTIoT median 
is 99.96%, mean is 99.96%, minimum is 99.95% and maximum is 
99.97%.

4.6.	 Comparison	of	Detection	rates	achieved	by	different	al-
gorithms	with	proposed	algorithm	for	different	classes:

For measuring effectivess of any algorithm it is important to compare 
it with other existing algorithms in terms of common performance 
metrics. Table 10, 11 and 12 shows the classwise performance of the 
proposed algorithm compared to other algorithms. Table 10 shows 
that the proposed approach outperforms for ‘Normal’ and ‘DoS’ class-
es giving 99.76% and 99.89% while for other classes different algo-
rithms performs better. Table 11 shows that the proposed approach 
performs best for the DoS and MC attacks. For DoS it gives DR as 
99.45% which is much better than the second best of 66%. For MC 
it gives 99.6%. Similarly, table 12 shows that the proposed approach 
performs best in terms of detecting “theft” attack type giving DR as 
96.2% while the second best was 93%.

4.7.	 Comparison	in	terms	of	Accuracy	and	Length	of	feature	set	of	
different	algorithms	with	proposed	algorithm:

Tables 13, 14 and 15 shows the comparison of the proposed approach 
with others’ work in terms of accuracy, number of features and the 
ratio. Table 13 shows that in terms of the accuracy two best perform-
ing algorithms are NNIA+GHSOM-pr (99.47%) and DT-EnSVM2 

(99.41%). However, proposed approach has been able to outperform 
these efficient algorithms measuring 99.60%. In terms of length of 
feature vector the best performing algorithm is RF+PSO giving output 
feature vector of length 10. In this case also the proposed work out-
performs RF+PSO giving vector of length 8. However, in this case the 
accuracy reduces to 99.36%.   

Table 14 shows that most of the algorithms gave accuracy close to 
99.43% with length of feature vector as low as 6. Though PrGWO-SK 
was not able to reduce the length of feature vector further below 6 but 
the accuracy showed substantial improvement measuring 99.71%. 

Similarly table 15 shows the results for BoTIoT dataset. Here the 
best accuracy was achieved by Kumar et al. as 99.99% with feature 
length as 10. Considering the optimal feature length the best was 
achieved as 8 by Soe et al. However, the accuracy measured in this 
case was only 99.1%. Proposed approach was able to measure accu-
racy as 99.97% with length of feature vector as 9. Thus the proposed 
approach was able to outperform these algorithms - first algorithm in 
terms of length without compromising much on accuracy and second 
algorithm in terms of accuracy by a substantial margin. 

5.	 Conclusions	and	limitations
This paper aimed to find reduced optimal feature vector of a traffic 
dataset to reduce the computational complexity by removing the data 
dimensionality curse. A two layered structure was used - first layer 
employed the SVM technique while second layer used the kNN as 
wrapper technique. For searching the solution space swarm intelli-
gence based modified form of GWO called PrGWO was proposed 
alongwith two different fitness functions. The effectiveness of the ex-
perimental results were established through use of metrics - Accuracy, 
Detection rate, FPR, TPR, Precision. Through extensive experiments 
it was found that the proposed methodology and algorithm performed 
better for several individual classes -Normal, DoS for NSl-KDD, DoS 
and MC for DS2OS datasets and Theft for BoTIoT dataset. In terms of 
overall accuracy, the PrGWO-SK performed better for NSL-KDD at 
the same time length of feature vector was also reduced. For DS2OS, 
though the length of feature vector could not be reduced still notable 
increase in accuracy was witnessed. In case of BoTIoT the combina-
tion of accuracy and length of feature vector was effectively optimal. 
Althougth the present work performs better as mentioned above, it 
has shown limitations in detecting classes like U2R , R2L where the 
DR was not found to be better than some of the existing algorithms. 
Hence as a future work classification of classes like U2R and R2L can 
be pursued futher. Moreover, the authors intend to take up parameter 
tuning as further research objective in future.

Table 14. Comparative analysis of works reported in the literature for 
DS2OS

IDS No. of 
features Accuracy Ratio

Pahl et al. [24] 12 96.3 8.025

Hasan et al. [11] 11 99.35 9.031

RF [18] 6 99.4 16.566

Xgboost [18] 6 99.43 16.571

KNN [18] 6 99.4 16.566

Proposed work 6 99.71 16.618

Table 15. Comparative analysis of works reported in the literature for 
BoTIoT

IDS No. of 
features Accuracy Ratio

Shafiq et al. [29] 43 98.35 2.287

Soe et al. [33] 8 99.1 12.387

RF [18] 10 99.99 9.999

Xgboost [18] 10 99.99 9.999

KNN [18] 10 85.92 8.592

Proposed work 9 99.97 11.107
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